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1Abstract—With the increasing data privacy concerns raised 
by not only organizations but also individuals in distribution 
systems, traditional centralized data-driven forecasting 
approaches for short-term load forecasting (STLF) in 
distribution transformer supply zones are confronted with the 
predicament of isolated data island. To this end, a federated 
model-agnostic meta learning (FMAML) based STLF method is 
proposed. On the basis of federated learning (FL), model agnostic 
meta learning (MAML) is employed to build high-quality 
personalized models for clients, thereby significantly enhancing 
the personalization and compatibility of the Federated Learning 
FL, while easing data privacy concerns leveraging the feature of 
FL. The stochastic controlled averaging (SCA) algorithm is 
integrated as the federated aggregation algorithm to mitigate the 
impacts of client-drift (CD) phenomenon that causes slow 
convergence and even divergence during the training process, 
especially when the data is highly heterogeneous. Finally, 
numerical results verify the high accuracy and strong robustness 
to data heterogeneity and packet dropout of the proposed method. 

 
Index Terms —Short-term load forecasting, distribution 

transformer supply zones, federated learning, model-agnostic 
meta learning. 

I.  INTRODUCTION 

hort-term load forecasting (STLF) at distribution system 
level provides directly support to various applications in 

power system operation [1], e.g., economic dispatch [2], 
sizing and locating of distributed generation resources (DER) 
[3], voltage regulation [4], and state estimation [5]. However, 
with increasing amount of heterogeneous data from a variety 
of DERs and end users, traditional centralized data-driven 
STLF methods of distribution transformer supply zones can 
hardly meet the requirement in terms of load forecasting 
accuracy, let alone the privacy concern raised by individuals 
and organizations. 

The existing data-driven STLF methods can be broadly 
classified into two categories: 1) statistical analysis methods 
represented by the exponential smoothing forecasting model 
[6] and the autoregressive integrated moving average model 
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[7]-[8]; and 2) machine learning-based methods with 
techniques such as support vector machine [9], random forest 
[10], extreme gradient boosting [11], and deep network [12]. 
The former has the advantages of being simple and easy to 
implement but bears the weakness in capturing the highly 
nonlinear impacts of some factors, such as economic, political, 
and meteorological elements. As for the latter, the machine 
learning-based methods exhibit excellent fitting capability 
especially in the nonlinear scenario. However, the drawback 
lies in the requisite fine-tuning of specific parameters. In 
recent years, the deep network based model as well as its 
advanced variants, such as long short-term memory (LSTM) 
[12], bi-directional long short-term memory (Bi-LSTM) [13], 
two-dimensional convolutional neural network (2D-CNN) 
[14], and hybrid model combining CNN and LSTM (CNN-
LSTM) [15], are favored by researchers because of their 
excellent computational efficiency, strong fitting ability to 
nonlinearity, abnormal data resiliency, and powerful parallel 
computing capability. However, the deep network-based 
method typically necessitates a considerable amount of 
training data, and lack of data probably results in overfitting 
issues that could eventually compromise the forecasting 
accuracy [16]. Unfortunately, end users in the distribution 
transformer supply zones, especially those who have newly 
installed smart meters usually lack sufficient historical load 
data. 

To this end, reference [17] uses the spatial information, e.g., 
the load profiles of neighboring households, to compensate 
insufficient temporal information, so as to mitigate the 
overfitting issue. Reference [18] aggregates historical 
residential load data from different electricity consumption 
scenarios to augment the volume and variety of the training 
dataset, thereby improving the generalization ability of the 
forecasting model. Both of the two methods implicitly assume 
that the historical load data can be uploaded to a central server 
for training a global model. This, however, will inevitably 
arouse data security and privacy concerns in today’s social 
and legal environment especially after the “General Data 
Protection Regulation” promulgated by the European Union in 
2018 imposes strict requirements on data security and privacy.  

In the industry field, Google originated Federated Learning 
(FL) in 2016 to increase the volume and diversity of the 
training dataset while guaranteeing users’ data security and 
privacy. Specifically, FL trains a global model with datasets 
isolated across multiple local servers avoiding explicit data 
exchange [19]. This is realized by sharing and aggregating 
parameters of local models trained by the clients (local servers) 
with aggregation algorithms such as federated averaging 
(Avg). Some works in the academic field introduced FL in 
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resolving some problems of the power system field, such as 
electricity consumption pattern identification [20], renewable 
energy power forecasting [21], voltage forecasting in 
distribution network [22], residential load forecasting [23], 
non-intrusive load monitoring [24]. 

Although the superiority of FL in resolving the dilemma of 
isolated data island, i.e., datasets are isolated across multiple 
local servers, has been demonstrated by the references 
mentioned above, the following two problems still exist in 
STLF of distribution transformer supply zones: 
    1)  FL focuses on exploring the general features but ignores 
the unique features of individual clients. Specifically, the 
electricity consumption patterns of end users in different 
distribution transformer supply zones are highly likely to be 
heterogeneous, which makes the obtained global model in FL 
usually not fully suitable for individual clients [25]. 
    2)  The widely used aggregation algorithm in the above 
references, namely Avg, relies on the assumption that training 
data is identically and independently distributed, i.e., i.i.d. [26]. 
However, this assumption can hardly be satisfied by end user 
data from different distribution transformer supply zones, 
which could result in slow convergence and even non-
convergence during the federated training process. 

To address the first problem, reference [27]-[29] combined 
FL and load clustering techniques: apply the K-means to 
divide the user group into multiple clusters based on their 
historical consumption patterns, then apply FL for each cluster. 
However, the load clustering operations in [27]-[29] need 
users’ data to be centrally aggregated for clustering which 
conflicts with the initiative of FL. Reference [30] proposes a 
personalized FL-based STLF approach (FLPer) that consists 
of two steps: clients in FL cooperatively train a global model 
in a distributed manner, and then each client fine-tunes the 
global model with their local data to personalize its own STLF 
model with a higher forecasting accuracy. However, the fine-
tuning process is easy to generate overfitting personalized 
model, which is because the fine-tuning process is completely 
independent from the federated training process and the lack 
of necessary interactions between the two processes would 
inevitably bring an overfitting personalized model. 

To this end, we introduced the core idea of MAML and 
proposed a FL framework with a pre-training mechanism, 
which is called federated model-agnostic meta-learning 
(FMAML). MAML is a personalized deep-learning technique 
that trains a pre-trained meta-model that can quickly adapt to 
different data distributions by considering the effects of fine-
tuning operations in advance. In FMAML, the pre-trained 
meta-model mentioned in MAML will be generated in FL 
manner to protect the data privacy. Firstly, the STLF system 
enables multiple distribution transformer supply zones with 
accessible historical load data to collaboratively train a pre-
trained global meta-model that involves the common load 
features of all distribution transformer supply zones and can 
be easily adapted to heterogeneous electricity consumption 
patterns (i.e., different peak load durations, various typical 
daily load curves and so on). Then all distribution transformer 
supply zones use their own historical load data to customize 
the pre-trained global meta-model into personalized STLF 
models with high forecasting accuracy by just a few rounds of 

gradient descent, thus avoiding the overfitting issue mentioned 
above and enhancing the forecasting accuracy.  

Moreover, the FMAML framework is scenario-agnostic, 
and it can be easily applied in any other deep learning-based 
scenarios which need privacy protection, such as generating 
renewable energy forecasting models between operators [21], 
training non-intrusive load monitoring model utilizing 
residents’ private data [24]. 

As for the second problem, the non-i.i.d. data from clients 
makes the Avg aggregation algorithm easily susceptible to 
Client-Drift (CD) phenomenon, which would cause slow 
convergence or even non-convergence [33]. To this end, we 
introduce the stochastic controlled averaging (SCA) algorithm 
[33] as the aggregation algorithm. Specifically, the SCA 
aggregation algorithm introduces two auxiliary variables 
respectively containing global gradient information and local 
gradient information to rectify the update direction in the 
federated training process. By continuously correcting the 
update direction with the SCA aggregation algorithm, the 
effects of CD phenomenon could be mitigated, leading to a 
global model that is much closer to the global optimum in 
comparison with the Avg aggregation algorithm. 

TABLE I 
COMPARISON OF THE CONSIDERED FACTORS IN FORECASTING METHODS IN 

THE EXISTING LITERATURE AND THIS PAPER 

Refs. 
shortfall 
of data 

Privacy 
protects 

Personalized 
clients’ 
models 

Mitigating 
CD 

phenomenon 
[12], [13], [14], 

[15], [16] 
    

[17], [18]     
[20], [21], [22]     

[27]     
This paper     

In this paper, a FMAML based STLF method is proposed to 
address the problems of isolated data island and data 
heterogeneity in distribution transformer supply zones. 
Specifically, it can utilize all users’ local data to generate 
personalized models for each user without violating the data 
privacy. Comparisons among the key features considered in 
the existing literature against our proposed method are 
presented in Table TABLE I 

. The contributions of this paper are threefold: 
1) A FL based STLF framework is proposed to resolve the 

dilemma of isolated data island in distribution 
transformer supply zones while ensuring the data privacy. 

2) A novel FMAML approach is proposed, with which the 
model fine-tuning process and the federated meta-
training process mutually feedback, avoiding the 
overfitting problem. Compared to the existing methods, 
the proposed approach generates a meta model which 
could adapt quickly to specific features of clients’ local 
data, thereby achieving a higher forecasting accuracy. 

3) SCA aggregation algorithm is integrated into the 
proposed FMAML framework to effectively mitigate the 
CD phenomenon, greatly improving not only the 
forecasting accuracy but also the robustness against data 
heterogeneity in STLF. 

The rest of the paper is organized as follows: Section II 
process the FMAML based STLF method for distribution 
transformer supply zones. Section III introduces the SCA 
algorithm and integrates it into the proposed STLF method. 

This article has been accepted for publication in IEEE Transactions on Power Systems. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TPWRS.2024.3393017

© 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.

See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: Zhejiang University of Technology. Downloaded on May 20,2024 at 03:09:20 UTC from IEEE Xplore.  Restrictions apply. 



 3 

Numerical case studies are conducted in Section IV, and the 
conclusions are drawn in Section V. 

II.  THE FEDERATED MODEL-AGNOSTIC META LEARNING 

METHOD 

The proposed FMAML method is illustrated in Fig. 1. Its 
framework comprises of a central server, several clients, i.e., 
the servers that are in charge of corresponding power supply 
zones. Each client collects data from the distribution 
transformer as well as the supply zone and trains a 
personalized model under the coordination of the central 
server. The entire process can be chronologically divided into 
five steps as in Fig. 1. The first four steps constitute the 
federated meta-training process, and the last step constitutes 
the federated meta-transfer process. 

In the federated meta-training process, the central server 
and clients collaborate to train a global meta model based on 
an iterative process. It is worthwhile to emphasize that in this 
process, the data exchanged between the clients and the 
central server is indeed encrypted model parameters rather 
than the locally stored historical load data of clients, which 
indeed eases the data privacy concern. Thereafter, in the 
federated meta-transfer process, the central server will issue 
the global model with well-initialized parameters to the clients, 
and then each client leverages its own historical load data to 
further fine-tune the global model and ultimately obtains a 
personalized load forecasting model. 

1

1

1

1 Each client gathers the local data

2 Central Server selects clients and sends the global model to them

3 Each selected client updates the local model and sends it to central server

4 Central server updates the global model

2
5

5 Each Client fine-tunes the global model 

1

2

Client 1

Client 2

Client 3

Client 4

The central 
server

3 34

Distribution Transformer

Fig. 1. The proposed FMAML method. 

A.  Federated Meta-Training Process 

We consider 𝑁  distribution transformer supply zones and 
each corresponds to a client in FL. They are denoted as 𝑪 =
[𝑪଴, . . . , 𝑪௜ , . . . , 𝑪ேିଵ]  and indexed by 𝑖 . The historical load 
datasets for these clients, namely distribution transformer 
supply zones, are denoted as [𝑫଴,...,𝑫௜,...,𝑫ேିଵ]. 

To obtain a global model, the optimization objective of a 
traditional FL, as formulated in (1), is to minimize the mean 
value of all clients’ losses, i.e., 𝐹ᇱ(𝝎ୋ୪୭ୠୟ୪), 

min 𝐹ᇱ(𝝎ୋ୪୭ୠୟ୪) =
ଵ

ே
∑ 𝐿௜(𝝎ୋ୪୭ୠୟ୪, 𝑫௜)ே

௜ୀଵ            (1) 

where 𝐿௜(·)  represents the loss function of client 𝑪௜  and 
𝝎ୋ୪୭ୠୟ୪ represents the global model parameter. 

The global model trained with the optimization objective of 
minimizing (1) is merely capable of capturing the general 
features of all clients but ignores the unique features of 

individual clients. This, despite the prominent generalization 
ability, could result in forecasting accuracy losses. Different 
from traditional FL that merely focuses on the performance of 
the global model, this paper is dedicated to realizing a meta 
learning model with well-trained parameters that can quickly 
adapt to different clients’ specific data with different data 
distributions. To this end, the optimization objective is 
modified to incorporate the effects of fine-tuning the local 
models beforehand. With the FMAML method [32], fine-
tuning the local models may involve multiple rounds, but 
usually a single round would be sufficient to accomplish the 
personalization. The parameters of a personalized model after 
a single round fine-tuning can be described as: 

 𝝎௜
୔ୣ୰ = 𝝎ୋ୪୭ୠୟ୪ − 𝛼୔ୣ୰∇𝐿௜൫𝝎ୋ୪୭ୠୟ୪, 𝑫௜൯           (2) 

where 𝝎௜
୔ୣ୰ represents the final personalized model for client 

𝑪௜ ; 𝛼
୔ୣ୰is the learning rate of model fine-tuning; ∇𝐿௜  is the 

gradient of loss function 𝐿௜. The optimization objective (1) is 
replaced by (3) incorporating 𝝎௜

୔ୣ୰ from (2). 

min 𝐹(𝝎ୋ୪୭ୠୟ୪) =
ଵ

ே
∑ 𝐿௜(𝝎௜

୔ୣ୰, 𝑫௜)ே
௜ୀଵ              (3) 

The federated meta-training process iterates between the 
central server and the clients to minimize the optimization 
objective (3) and terminates until the preset maximum number 
of global model update iterations (𝐾) is reached. In the k-th 
iteration of the outer layer, the central server and the clients 
will implement the following three steps: 

Step1: The central server randomly selects some of the 
clients, collected by set 𝑆௞ , and sends the global model 
parameters 𝝎௞

ୋ୪୭ୠୟ୪ to each client in 𝑆௞, namely 𝑪௜ ∈ 𝑆௞. 
Step2: Each client in 𝑆௞  receives the parameters from the 

central server and initializes the parameters of its local model 
as in (4), 

𝝎௜,௞,଴ = 𝝎௞
ୋ୪୭ୠୟ୪                                 (4) 

where 𝝎௜,௞,଴  represents the initial parameters of the local 
model for the client 𝑪௜.  

Hereafter, each client in 𝑆௞ starts to update its local model 
with its own data. The optimization objective of the client 𝑪௜ 
in the 𝑡-th iteration is defined as in (5) and the gradient can be 
calculated as in (6), 

min 𝐹௜,௞,௧൫𝝎௜,௞,௧൯ = 𝐿௜(𝝎௜,௞,௧ − 𝛼୔ୣ୰∇𝐿௜(𝝎௜,௞,௧ , 𝑫௜), 𝑫௜)  (5) 

∇𝐹௜,௞,௧൫𝝎௜,௞,௧൯ = ቀ𝑰 − 𝛼୔ୣ୰∇ଶ𝐿௜൫𝝎௜,௞,௧ , 𝑫௜൯ቁ × 𝜇௜,௞,௧    (6) 

where 𝜇௜,௞,௧ = ∇𝐿௜(𝝎௜,௞,௧ − 𝛼୔ୣ୰∇𝐿௜(𝝎௜,௞,௧ , 𝑫௜), 𝑫௜)  represents 
an auxiliary variable; 𝑰 represents an identity matrix;  𝐹௜,௞,௧ is 
the objective function of the client 𝑪௜  in the 𝑡 -th iteration; 
∇𝐹௜,௞,௧  is the gradient of  𝐹௜,௞,௧ ; and ∇ଶ𝐿௜(·)  is the Hessian 
matrix of 𝐿௜.  

The parameters of the local model of the client 𝑪௜  can be 
updated as: 

𝝎௜,௞,௧ାଵ = 𝝎௜,௞,௧ − 𝛽∇𝐹௜,௞,௧൫𝝎௜,௞,௧ , 𝑫௜൯          (7) 
where 𝛽 represents the learning rate of local training. 

The local model is iteratively updated with (6)-(7) as in the 
inner layer shown in Fig. 2 until the preset maximum number 
of iterations is reached. After the local model updating 
iteration terminates, the local model parameters 𝝎௜,௞ for client 
𝑖 in 𝑘-th global model updating iteration can be obtained. 

Step3: Each client uploads its 𝝎௜,௞  to the central server, 
with which the central server uses an aggregation algorithm to 
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obtain the new parameters 𝝎௞ାଵ
ୋ୪୭ୠୟ୪ for the next iteration 𝑘 + 1. 

The aggregation algorithms will be detailed in the next section. 
 

Initialize

Step1: Central server selects clients and issues the global model

Step2: Each selected client updates the local model

Step3: Central server aggregate local models to update global model

End

Each client gathers the local data 

Inner layer

Outer layer

t =t +1

k =k +1

Preset criteria met? No

Preset criteria met? No

Yes

Yes

Fig. 2. Flowchart of the federated meta-training process. 
Generally, the federated meta-training process is a two-

layer iterative process as illustrated in Fig. 2. In the inner layer, 
i.e., Step2, clients initialize their local model with the 
parameters from the global model, and then iteratively update 
their local models with their own data to minimize their 
individual loss functions. In the outer layer, the central server 
aggregates the local models trained in the inner layer to update 
the global model and then issue the latest parameters of the 
global model to the clients.  

In the iterative process, it is worthwhile to mention that the 
heavy computational burden of calculating the Hessian matrix 
∇ଶ𝐿௜(𝝎௜,௞,௧ , 𝑫௜)  and the vector 𝜇௜,௞,௧  in (6) necessitates a 
computationally friendly approximation manner. For any 
function 𝑓(𝒙), the product of its Hessian matrix ∇ଶ𝑓(𝒙) and a 
vector 𝒗 can be approximated as in (8) 

∇ଶ𝑓(𝒙)𝒗 ≈
∇௙(𝒙ାఋ𝒗)ି∇௙(𝒙ିఋ𝒗)

ଶఋ
                     (8) 

with an error bounded by 𝜌𝛿‖𝒗‖ଶ, where 𝛿 > 0 indicates the 
approximation accuracy and 𝜌  represents the Lipschitz 
continuous constant, i.e., ‖∇ଶ𝑓(𝒙) − ∇ଶ𝑓(𝒚)‖ ≤ 𝜌‖𝒙 − 𝒚‖. 

On this basis, equation (6) can be simplified as (9), 
∇𝐹௜,௞,௧൫𝝎௜,௞,௧൯ = 𝜇௜,௞,௧ − 𝛼୔ୣ୰𝒅௜,௞,௧                (9) 

where 𝒅௜,௞,௧  approximates ∇ଶ𝐿௜൫𝝎௜,௞,௧ , 𝑫௜൯ × 𝜇௜,௞,௧  and can be 
calculated as in (10). 

𝒅௜,௞,௧ =
(∇௅೔൫𝝎೔,ೖ,೟ାఋఓ೔,ೖ,೟,𝑫೔൯ି∇௅೔൫𝝎೔,ೖ,೟ିఋఓ೔,ೖ,೟,𝑫೔൯)

ଶఋ
       (10) 

In this way, the computation cost of FMAML can decrease 
from 𝒪(𝑑ଶ) to 𝒪(𝑑) [34], where 𝑑 indicates the dimension of 
deep learning model. 

B.  Federated Meta-Transfer Process 

The purpose of the federated meta-transfer process is to 
fine-tune the global model considering the unique features of 
the heterogenous data from individual clients, so as to build 
personalized models. The federated meta-transfer process is as 
follows: 
1) The central server issues the global model parameters 

𝝎௄
ୋ୪୭ୠୟ୪ to each client. 𝝎௄

ୋ୪୭ୠୟ୪ represent the parameters of 
a well-trained global as 𝐾 indicated the last global model 
update iteration. 

2) Each client uses its local data to personalize the received 
global model with one fine-tuning round as: 

𝝎௜
୔ୣ୰ = 𝝎௄

ୋ୪୭ୠୟ୪ − 𝛼୔ୣ୰∇𝐿௜൫𝝎௄
ୋ୪୭ୠୟ୪, 𝑫௜൯               (11) 

III.  STOCHASTIC CONTROL AVERAGING ALGORITHM 

INTEGRATED FEDERATED META-TRAINING PROCESS 

In this section, a widely used aggregation algorithm, Avg, 
together with the CD phenomenon it encounters will be first 
discussed. On this basis, we propose the SCA algorithm 
focusing on resolving the challenge of the CD phenomenon. 

A.  Client-Drift Phenomenon 

The Avg aggregation algorithm can be straightforwardly 
expressed as (12), 

𝝎௞ାଵ
ୋ୪୭ୠୟ୪ = ∑

௣೔,ೖ

௉ೖ
௜∈ௌೖ

𝝎௜,௞                     (12) 

where 𝑝௜,௞ represents the length of training data of client 𝑖 in 
𝑘-th iteration and 𝑃௞ = ∑ 𝑝௜,௞௜∈ௌೖ

. Due to the simplicity and 
low communication cost, the Avg aggregation algorithm has 
been applied in many fields [20]-[24]. As an example, shown 
in Fig. 3, two sets of concentric circles represent the contours 
of the loss function of two clients. In iteration, the two client 
models (the blue and red balls) will respectively move towards 
the two client optimums and the global model (the green ball) 
will be generated by aggregating the two client models.  

However, because of the data heterogeneity of two clients, 
the global model will favor one of the clients and stray from 
the global optimum (the black triangle which minimizes the 
sum of the squares of the loss in two clients) which will cause 
the oscillations during iterations, reduce the convergence of 
global models and ultimately discourage client from 
participating in training the federated model. 
 

Optimum

Aggregated by Avg

Client2 model

Client1 model

Local update

Global update

Loss

 
Fig. 3. Schematic graph of client-drift phenomenon 

B.  SCA Aggregation Algorithm 

From the above example, it can be concluded that non-i.i.d 
data from individual clients is the cause of the CD 
phenomenon. To this end, the SCA aggregation algorithm is 
applied instead, and it introduces control variables to the 
central server side to correct the updating direction of the local 
models, which is similar to adding inertia in gradient descent 
optimization algorithm. 
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Optimum

Aggregated by SCA

Client2 model

Client1 model

Local update

Global update

Correction

Ck

Ci,k

 
Fig. 4. Schematic graph of SCA aggregation algorithm 

As shown in Fig. 4, we introduced two auxiliary variables: 1) 
𝒄௜,௞, represents the gradient directions in the local updates in 
the (k-1)th iteration which can be approximately calculated as 

𝒄௜,௞ିଵ − 𝒄௞ିଵ +
ଵ

்ఉ
(𝝎௞ିଵ

ீ௟௢௕௔௟ − 𝝎௜,௞ିଵ) ; 2) 𝒄௞ , represent the 

updated direction in the (k-1)th iteration of the global update, 

which can be calculated by 
ଵ

ே
∑ 𝒄௜,௞ିଵ

ேିଵ
௜ୀ଴ . 

Based on the above definitions, 𝒄௞ − 𝒄௜,௞ can be interpreted 
as the discrepancy in the updated direction of the client 𝑪௜ 
from the global optimal direction in the (k-1)th iteration of the 
global update. SCA aggregation algorithm integrates this 
discrepancy, i.e., 𝒄௞ − 𝒄௜,௞, to the local model update iteration 
in the k-th iteration of the global update (as denoted by the 
yellow arrow in Fig. 4), making the aggregated model (the 
green ball) closer to the optimum (the black triangle).  

At the beginning of the 𝑘-th iteration of the outer layer, the 
central server issues the global model parameter 𝝎௞

ୋ୪୭ୠୟ୪ 
together with the auxiliary 𝒄௞  to each client 𝑪௜ ∈ 𝑆௞ . Once 
receiving these parameters, client 𝑪௜ ∈ 𝑆௞  initializes its local 
model with 𝝎௞

ୋ୪୭ୠୟ୪ as in (4). 
In 𝑡-th iteration of the inner layer iteration, different from 

(7), 𝝎௜,௞,௧ is now updated with (13), 
𝝎௜,௞,௧ାଵ = 𝝎௜,௞,௧ − 𝛽(∇𝐹௜,௞,௧൫𝝎௜,௞,௧ , 𝑫௜൯ + 𝒄௞ − 𝒄௜,௞)  (13) 

where 𝒄௞ − 𝒄௜,௞ constitutes the correction term.  

The inner layer iteration will terminate until the preset 
maximum number of iterations is reached. Then, the local 
control variable 𝒄௜,௞ାଵ can be calculated via (14), 

𝒄௜,௞ାଵ = 𝒄௜,௞ − 𝒄௞ +
ଵ

்ఉ
(𝝎௞

ୋ୪୭ୠୟ୪ − 𝝎௜,௞)      (14) 

where 𝑇 the preset maximum number of local model update 
iterations.  

Thereafter, the clients calculate the variation of local 
control variables in two consecutive iterations, i.e., ∆𝒄௜,௞, and 
the variation between the local and global model parameters, 
i.e., Δ𝝎௜,௞, respectively as in (15) and (16), 

∆𝒄௜,௞ = 𝒄௜,௞ାଵ − 𝒄௜,௞                        (15) 
Δ𝝎௜,௞ = 𝝎௜,௞ − 𝝎௞

ୋ୪୭ୠୟ୪                   (16) 
Δ𝒄௜,௞,௧ and Δ𝝎௜,௞,௧ are then uploaded to the central server, with 
which the central server updates the global control variables 
and the global parameters via (17) and (18), 

𝒄௞ାଵ = 𝒄௞ +
ଵ

ே
∑ ∆𝒄௜,௞௜∈ௌೖ

                     (17) 

𝝎௞ାଵ
ୋ୪୭ୠୟ୪ = 𝝎௞

ୋ୪୭ୠୟ୪ +
ఊ

|ௌೖ|
Δ𝝎௜,௞                 (18) 

where 𝛾 is the global learning rate and |𝑆௞| is the cardinality 
of the set 𝑆௞.  

The whole process of FMAML-SCA algorithm is 
summarized in TABLE II. Note that a convergence analysis of 

FL-AVG is given in the appendix section. The case of 
FMAML-SCA is conceptually similar but necessarily more 
complex. We refer the interested reader to [33]. 

Table II  
THE PROCESS OF FMAML-SCA 

Algorithm: FMAML-SCA 
Initialize: 𝑁, 𝐾, 𝑇, 𝛾, 𝛽, 𝛿, 𝛼୔ୣ୰, 𝝎଴

ୋ୪୭ୠୟ୪, 𝒄଴, 
𝑪 = [𝑪଴, … , 𝑪௜ , … , 𝑪ேିଵ], 
𝑫 = [𝑫଴, … , 𝑫௜ , … , 𝑫ேିଵ], 
𝒄 = ൣ𝒄଴,଴, … , 𝒄௜,଴, … , 𝒄ேିଵ,଴൧; 

for 𝑘 = 0 to 𝐾 − 1 
 The central server randomly selects clients as 𝑆௞  and broadcasts 

𝝎௞
ୋ୪୭ୠୟ୪ and 𝒄௞ to all selected clients. 

 for client 𝑪௜ ∈ 𝑆௞  
 Initializes the local model as 𝝎௜,௞,଴ = 𝝎௞

ୋ୪୭ୠୟ୪. 
 for 𝑡 = 0: 𝑇 − 1  
 Computes the approximation of hessian-vector product 

via (8) and computes the local model gradient via (9). 
 Updates the local model as in (13). 
 end 

 Updates local control variables as in (14). 
 Computes ∆𝒄௜,௞ and Δ𝝎௜,௞ via (15) and (16). 
 Exchanges ∆𝒄௜,௞ and Δ𝝎௜,௞ with the central server. 

 end 
 Updates the control variables as in (17). 
 Updates the global meta model as in (18). 
end 
The central server broadcasts 𝝎௞

ୋ୪୭ୠୟ୪to all clients. 
for 𝑖 = 0 to 𝑁 − 1  
 Client 𝑪௜ updates the personalized model as in (11). 
Output: personalized model for all clients. 

𝝎௜
୔ୣ୰ = [𝝎଴

୔ୣ୰, 𝝎ଵ
୔ୣ୰, … , 𝝎ேିଵ

୔ୣ୰ ] 

IV.  CASE STUDIES 

The adopted dataset consists of historical load data from ten 
different distribution transformer supply zones located in 
different cities of China. The data has strong heterogeneity. 
The historical load data has a time resolution of 15 minutes. 
75% of the data forms the training dataset while the remaining 
25% forms the test dataset. To achieve the higher STLF 
accuracy, the weather data is introduced as the concomitant 
variable for STLF. For the sake of weather data accessibility, 
this paper uses a numerical weather prediction-free method 
(i.e., using the measured weather data instead of numerical 
weather prediction data) [35] and the measured weather data is 
from National Climatic Data Center (NCDC) [36]. Besides, to 
mitigate the effects of temporal resolution mismatch between 
load data and measured weather data, an approximate 
alternative method [37] is used in this paper. Two metrics, 
Root Mean Square Error ( RMSE ) and Mean Absolute 
Percentage Error ( MAPE ), are used to evaluate the 
performance of the proposed method as well as those 
compared methods. Specifically, RMSE quantifies the absolute 
error while MAPE quantifies the relative error in the form of 
percentages. Two metrics are expressed as 

RMSE = ට
ଵ

ெ
∑ (𝑦ො௠ − 𝑦௠)ଶெ

௠ୀଵ                  (19) 

MAPE =
ଵ

ெ
∑ ቚ

௬ො೘ି௬೘

௬೘
ቚெ

௠ୀଵ                       (20) 

where 𝑦௠ represents the forecast value and 𝑦ො௠ represents the 
actual value. 𝑀 is the length of forecasting values. Intuitively, 
smaller RMSE and MAPE values indicate a better performance 
of the load forecasting method. 
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All the programs are implemented with Python 3.7 and 
PyTorch 1.13, and cases are executed on a PC equipped with 
Intel Core i9-12900K CPU, NVIDIA GeForce RTX 3090 
GPU, and 128GB RAM. 

A.  Comparisons of Different Training Modes 

To verify the effectiveness of the proposed method in terms 
of the forecasting accuracy and generalization ability, it is 
compared with three different deep learning models, including 
ANN, LSTM and CNN-LSTM, with different training modes, 
including centralized training mode, fully local training mode, 
FL-Avg training mode, and FMAML-SCA training mode as 
detailed in the following: 

Centralized training mode (Cen): A central server utilizes 
the historical load data of all clients to centrally train a global 
forecasting model for all clients. 

Fully local training mode (Loc): Each client only uses its 
own load data to train the forecasting model. 

FL-Avg training mode (FL-Avg): A global forecasting 
model is trained with the FL framework using the Avg 
aggregation algorithm. 

FMAML-SCA training mode (FMAML-SCA): 
Personalized models for individual clients are trained with the 
proposed FMAML method and the SCA aggregation 
algorithm.  

The parameter settings are shown in TABLE III. The results 
are summarized in TABLE IV and the forecasted load curves 
of six clients with the four training modes are shown in Fig. 5. 

TABLE III  
PARAMETER SETTINGS OF DIFFERENT TRAINING MODE 

Mode α β γ δ T K 
Cen 
Loc 

FL-Avg 
FMAML-SCA 

- 
- 
- 

0.01 

0.001 
0.001 
0.001 
0.001 

- 
- 
- 
1 

- 
- 
- 

1e-6 

- 
400 

4 
4 

400 
- 

100 
100 

The Cen mode exhibits the best performance in most cases, 
as it can directly obtain global information from all 
distribution transformer supply zones to train the load 
forecasting model. Not surprisingly, the Loc training mode 
exhibits the worst performance. It is reasonable because 
limited training data would result in overfitting and 
compromises the forecasting accuracy. Due to the lack of 
considerations for personalization and the impact of CD 
phenomenon, the forecasting accuracy of the FL-Avg training 
mode shows a large gap to that of centralized training mode 
and the FMAML-SCA training mode. Furthermore, the 
historical load data at the distribution transformer supply 
zones contain strong noises, which also magnify the impact of 
CD phenomenon and further deteriorates the forecasting 
accuracy of the FL-Avg training mode. The FMAML-SCA 
training mode performs as well as the centralized training 
mode, demonstrating its effectiveness in terms of forecasting 
accuracy while being capable of ensuring data privacy. 

 

 
Fig. 5. Comparison of different training modes 

TABLE IV 
COMPARISON OF DIFFERENT TRAINING MODES 

Deep Learning Model ANN LSTM CNN-LSTM 
Training Mode Cen Loc FL-

Avg 
FMAML

-SCA 
Cen Loc FL-

Avg 
FMAML

-SCA 
Cen Loc FL-

Avg 
FMAM
L-SCA 

1 
RMSE/kW 66.76 71.32 41.15 45.08 34.99 70.44 44.33 37.12 39.44 82.61 38.15 34.94 
MAPE/% 20.25 30.76 15.06 23.20 10.86 32.29 20.54 12.00 12.28 35.39 16.91 10.84 

2 
RMSE/kW 38.77 38.14 51.38 39.26 13.18 43.08 37.43 15.20 34.13 18.44 43.43 27.97 
MAPE/% 19.33 13.98 37.44 17.54 10.73 17.76 19.36 15.42 16.77 10.62 22.06 14.16 

3 
RMSE/kW 19.33 32.17 11.65 11.32 11.48 21.30 15.20 12.53 8.70 16.90 28.77 19.42 
MAPE/% 8.65 18.51 13.26 3.13 5.65 13.92 9.46 8.09 3.97 17.09 20.55 12.51 

4 
RMSE/kW 66.49 105.74 72.12 42.82 29.71 97.46 65.22 37.08 39.47 148.98 81.84 31.67 
MAPE/% 47.39 64.63 49.12 35.42 23.20 51.94 40.84 33.27 30.02 74.74 46.21 32.84 

5 
RMSE/kW 54.26 52.66 53.66 46.22 75.43 63.27 60.04 51.87 42.25 65.40 77.33 44.66 
MAPE/% 19.58 26.88 13.63 17.22 30.77 30.53 29.28 16.09 15.20 27.15 34.80 12.74 

6 
RMSE/kW 5.08 21.65 45.34 23.05 19.53 36.36 25.60 12.83 11.61 39.06 15.15 10.47 
MAPE/% 6.41 18.61 31.67 15.71 29.54 24.22 19.08 15.59 11.98 28.16 11.30 14.19 

7 RMSE/kW 38.66 68.96 71.94 17.38 9.51 50.96 34.49 33.57 6.61 42.26 28.42 27.37 
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MAPE/% 10.56 32.29 30.95 6.00 4.33 24.35 23.65 20.56 5.85 28.63 16.85 11.13 

8 
RMSE/kW 9.32 39.77 28.45 27.26 3.69 37.07 23.59 32.53 30.25 33.05 27.84 26.70 
MAPE/% 6.05 19.22 17.09 10.97 2.53 30.53 12.30 12.70 17.69 27.17 10.92 10.66 

9 
RMSE/kW 56.49 107.71 86.15 46.19 61.20 80.55 67.77 52.26 62.95 81.97 56.06 53.17 
MAPE/% 37.25 67.26 58.75 37.46 36.14 66.61 47.97 40.04 45.40 62.33 50.99 36.57 

10 
RMSE/kW 18.55 54.38 25.59 32.12 46.49 41.39 28.22 39.17 20.62 39.04 30.15 23.22 
MAPE/% 5.82 42.34 19.29 18.04 15.97 45.09 24.93 9.07 6.54 34.79 17.02 15.54 

Average 
RMSE/kW 37.38 59.25 48.75 33.06 30.52 54.19 40.19 32.41 29.60 56.77 42.89 29.96 
MAPE/% 18.13 33.45 28.63 18.47 16.97 33.72 25.74 18.28 16.57 34.61 24.66 17.11 

 

B.  Comparisons of Aggregation Algorithms. 

TABLE V 
SETTINGS OF DIFFERENT FEDERATED LEARNING METHODS 

Method α β γ δ T K 
FL-Avg 
FL-SCA 

FLPer-Avg 
FLPer-SCA 

FMAML-Avg 
FMAML-SCA 

- 
- 
- 
- 

0.01 
0.01 

0.001 
0.001 
0.001 
0.001 
0.001 
0.001 

- 
1 
- 
1 
- 
1 

- 
- 
- 
- 

1e-6 
1e-6 

4 
4 
4 
4 
4 
4 

100 
100 
100 
100 
100 
100 

To demonstrate the superiority of the proposed FMAML-
SCA method over other existing FL-based methods, we 
compare it with five typical methods, including FL+Avg/SCA, 
FLPer+Avg/SCA, and FMAML+Avg. The parameter settings 
of those methods are shown in TABLE V and the results of six 
clients are shown in TABLE VI. 

As shown in TABLE VI, for FMAML-SCA and the five 
compared methods, i.e., FL-Avg, FL-SCA, FLPer-Avg, 
FLPer-SCA, and FMAML-Avg, the SCA aggregation 
algorithm performs much better than the Avg aggregation 
algorithm with the same settings to 𝑇 and 𝐾. This shows the 
higher optimality of the model trained with SCA aggregation 
algorithm compared with the model trained with the Avg 
aggregation algorithm within the same number of iterations 

and, as well, demonstrates that SCA aggregation algorithm has 
a better convergence ability than the Avg aggregation 
algorithm. 

In addition, either in the group of FL-Avg, FLPer-Avg, and 
FMAML-Avg or in the group of FL-SCA, FLPer-SCA, and 
FMAML-SCA, the proposed FMAML method shows its 
ability of considerably enhancing the forecasting performance 
with all three studied deep network models. The forecasting 
performance with FMAML method is significantly better than 
that of FL since the latter misses the personalized fine-tuning 
process for individual clients. Furthermore, regardless of 
combining with Avg or SCA as the aggregation algorithm and 
adopting any of the three deep learning models, the 
performance of FLPer method is not obviously better than that 
of FL, although FLPer enables a personalized fine-tuning 
process. This is because the personalized fine-tuning process 
is completely disconnected with the federated training process, 
which eventually lowers its forecasting accuracy, and, in some 
cases, even to a degree worse than the FL. In sum, the 
proposed FMAML framework outperforms due to integration 
of the novel personalization technique, MAML, and the SCA 
aggregation algorithm. 

TABLE VI 
COMPARISON OF DIFFERENT FEDERATED LEARNING METHODS (MAPE/%) 

Model Mode 1 2 3 4 5 6 7 8 9 10 Average 

ANN 

FL-Avg 15.06 37.44 13.26 49.12 13.63 31.67 30.95 17.09 58.75 19.29 28.63 
FL-SCA 15.55 23.90 2.66 38.17 23.79 27.30 9.95 28.66 43.80 16.62 23.04 
FPer-Avg 24.27 37.63 19.78 38.30 26.87 20.77 10.08 26.51 69.08 20.42 29.37 
FPer-SCA 13.78 28.07 5.33 39.29 40.75 23.37 8.81 21.08 55.12 17.68 25.33 

FMAML-Avg 16.98 31.91 5.01 33.73 26.60 17.76 7.79 12.70 47.87 16.86 21.72 
FMAML-SCA 23.20 17.54 3.13 35.42 17.22 15.71 6.00 10.97 37.46 18.04 18.47 

LSTM 

FL-Avg 20.54 19.36 9.46 40.84 29.28 19.08 23.65 12.30 47.97 24.93 25.74 
FL-SCA 22.14 23.73 15.81 44.56 15.79 13.91 19.13 19.94 48.26 18.50 24.18 
FPer-Avg 27.72 14.16 9.19 60.13 19.18 11.36 10.20 22.23 56.98 11.67 24.28 
FPer-SCA 15.01 27.73 17.16 29.85 16.39 17.73 18.94 19.42 43.24 10.19 21.57 

FMAML-Avg 10.44 24.75 14.13 30.78 18.41 23.70 17.63 17.42 58.85 15.98 23.21 
FMAML-SCA 12.00 15.42 8.09 33.27 16.09 15.59 20.56 12.70 40.04 9.07 18.28 

CNN-LSTN 

FL-Avg 38.15 22.06 20.55 46.21 34.80 11.30 16.85 10.92 50.99 17.02 24.66 
FL-SCA 16.95 21.20 23.37 29.19 18.73 19.87 23.00 25.98 38.46 20.05 23.68 
FPer-Avg 11.66 18.42 26.56 39.32 23.92 18.41 25.18 22.49 63.27 19.71 26.89 
FPer-SCA 23.42 15.08 16.22 29.78 14.86 15.43 16.64 17.73 38.62 10.63 19.84 

FMAML-Avg 10.52 18.34 8.38 25.89 15.65 15.06 19.86 18.99 58.35 17.02 20.81 
FMAML-SCA 10.84 14.16 12.51 30.84 12.74 14.19 11.13 12.66 36.57 15.54 17.11 

 

C.  Robustness to Heterogeneous Data 

The convergence of various FL based methods is easily 
affected by data heterogeneity. To validate the robustness of 
the proposed FMAML method against data heterogeneity, it is 
further compared with FL and FLPer methods under different 
degrees of data heterogeneity in the training dataset. 

First, the heterogeneity degrees of the datasets from 
different distribution transformer supply zones need to be 
quantitatively analyzed. The maximum mean discrepancy 
(MMD) is taken as the metric to evaluate the heterogeneity 
degree. MMD is a widely used loss function in the field of 
transfer learning, which can quantify the distance between two 
different data distributions in a regenerated Hilbert space. A 
larger value of MMD indicates stronger heterogeneity between 
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the two data distributions, while zero MMD means the two sets 
of data are identically distributed. MMD can be expressed as in 
(21),  

MMD(𝑿, 𝒀) = ቛ
ଵ

஺మ
∑ ∑ 𝑘(𝒙௔ , 𝒙௕)஺

௕ୀଵ
஺
௔ୀଵ −

  
ଵ

ଶ஺஻
∑ ∑ 𝑘(𝒙௔, 𝒚௕)஻

௕ୀଵ
஺
௔ୀଵ +

ଵ

஻మ
∑ ∑ 𝑘(𝒚௔ , 𝒚௕)஻

௕ୀଵ
஻
௔ୀଵ ቛ (21) 

where 𝐴  and 𝐵  are respectively the numbers of rows of 

matrices 𝑿 and 𝒀; 𝑘(𝒙௔, 𝒙௕) = 𝑒
షฮ𝒙ೌష𝒙್ฮ

మ

഑  is a Gaussian kernel 
function with 𝜎 being a hyperparameter.  

Without loss of generality, we set 𝜎 = [0.25, 0.5, 1, 2, 4], 
and calculate all the output values of the Gaussian kernel 
function corresponding to each of these values in 𝜎 and take 
the mean value as the ultimate MMD. The MMD for the 
training datasets from 10 distribution transformer supply 
zones are depicted in a heat map as Fig. 6. The diagonal 
elements are always zeros representing the distances from 
oneself. 

 
Fig. 6. MMD heatmap of distribution transformer supply zones 

Four typical pairs are chosen from Fig. 6. They are shown 
below: 

Pair 1: Datasets of area 3 and area 4 (MMD = 0.24) 
Pair 2: Datasets of area 3 and area 9 (MMD = 1.53) 
Pair 3: Datasets of area 6 and area 9 (MMD = 2.11) 
Pair 4: Datasets of area 1 and area 5 (MMD = 3.44) 

We take the CNN-LSTM as the deep learning model and set 
MAPE < 50% and MAPE < 30% as the stopping criteria. The 
numbers of the global model update iterations taken the six 
methods to meet the stopping criteria with different learning 
methods are compared in TABLE VII and Fig. 7-8. 

TABLE VII 
SENSITIVITY ANALYSIS OF HETEROGENEITY 

Method Pair MAPE <50% MAPE <30% 

FL-Avg [20]-[23] 

Pair 1 
Pair 2 
Pair 3 
Pair 4 

11 (1.0×) 
70 (6.4×) 
91 (8.3×) 

173 (15.7×) 

32 (1.0×) 
218 (6.8×) 

500+ (15.6+×) 
500+ (15.6+×) 

FL-SCA 

Pair 1 
Pair 2 
Pair 3 
Pair 4 

10 (1.0×) 
41 (4.1×) 
48 (4.8×) 
83 (8.3×) 

19 (1.0×) 
63 (3.3×) 
120 (6.3×) 

364 (19.2×) 
FLPer-Avg [24] Pair 1 10 (1.0×) 22 (1.0×) 

Pair 2 
Pair 3 
Pair 4 

58 (5.8×) 
87 (8.7×) 

167 (16.7×) 

174 (7.9×) 
500+ (22.7+×) 
500+ (22.7+×) 

FLPer-SCA 

Pair 1 
Pair 2 
Pair 3 
Pair 4 

9 (1.0×) 
35 (3.9×) 
52 (5.8×) 

139 (15.4×) 

18 (1.0×) 
76 (4.2×) 
118 (6.6×) 

383 (22.3×) 

FMAML-Avg 

Pair 1 
Pair 2 
Pair 3 
Pair 4 

10 (1.0×) 
49 (4.9×) 
75 (7.5×) 

162 (16.2×) 

29 (1.0×) 
162 (5.6×) 
193 (6.7×) 

500+ (17.2+×) 

FMAML-SCA 

Pair 1 
Pair 2 
Pair 3 
Pair 4 

9 (1.0×) 
25 (2.8×) 
30 (3.3×) 
69 (7.6×) 

18 (1.0×) 
57 (3.2×) 
103 (5.7×) 

263 (14.6×) 

 
Fig. 7. Sensitivity analysis of heterogeneity (MAPE<50%) 

 
Fig. 8. Sensitivity analysis of heterogeneity (MAPE<30%) 

It can be seen from TABLE VII and Fig. 7-8, the proposed 
FMAML-SCA method is evidently superior to the other 
compared methods regardless of the degree of data 
heterogeneity. As the degree of data heterogeneity increases, 
the number of iterations taken by six methods to satisfy the 
stopping criteria increases as well. However, the proposed 
FMAML-SCA method performs the slowest growing with the 
least number of iterations, followed by FL-SCA and FLPer-
SCA. This indicates that the SCA aggregation algorithm is 
significantly more resistant to heterogeneous data than the 
Avg aggregation algorithm. Moreover, the FLPer framework 
performs even worse than the FL framework in some cases, 
while the FMAML framework considerably outperforms it, 
which further verifies the excellent personalization capabilities 
of MAML. In summary, the proposed FMAML-SCA based 
distributed STLF method for distribution transformer supply 
zones presents stronger robustness against data heterogeneity 
than the methods in the existing works [20]-[24]. 
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D.  Robustness to Packet Dropout 

In this section, the packet dropout is taken as an example to 
study the robustness of the proposed training frameworks 
when encountering anomalous communication. The packet 
dropout can be modeled as a stochastic process considering its 
unpredictability. Gilbert-Elliott model is used to model the 
packet dropout event. 

p
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1
p

P
G
1

k
P

r
P

1
r

PB
1

h
P

 
Fig. 9. The Gilbert-Elliott model 

As is shown in Fig. 9, there are two states in Gilbert-Elliott 
model, i.e., the good (G) and the bad (B). 𝑃௥  and 𝑃௣ 
respectively denote the probabilities of transferring form B to 
G and from G to B. (1 − 𝑃௞) and (1 − 𝑃௛) are respectively the 
probabilities of packet dropout staying state G and B. The 
Gilbert-Elliot model is essentially a Markov chain that 
consists of states B and G. The state transition matrix 𝑃 can be 
expressed as: 

𝑃 = ൜
1 − 𝑃௣ 𝑃௣

𝑃௥ 1 − 𝑃௥
ൠ                           (22) 

When 𝑃௣ ∈ (0,1)  and 𝑃௥ ∈ (0,1) , the Markov chain can 
reach the stationary state. Let 𝑃  and 𝑃஻  respectively denote 
the probabilities of G and B in the stationary state. According 
to 𝑆𝑃 = 𝑆  where 𝑆 = (𝑃 , 𝑃஻)  and 𝑃 + 𝑃஻ = 1 , the 𝑃  and 
𝑃஻ can be respectively calculated as: 

𝑃 =
௉ೝ

௉೛ା௉ೝ
 and 𝑃஻ =

௉೛

௉೛ା௉ೝ
                    (23) 

Thereby, the probability of packet dropout in the stationary 
state 𝑃ா  can be calculated as (24) [38]. 

                       𝑃ா = 𝑃 (1 − 𝑃௞) + 𝑃஻(1 − 𝑃௛)                 (24) 
We use 𝑃௣ =0.00253 and 𝑃௥ =0.25 for all cases [38]. As 

shown in TABLE VIII, we set 𝑃௛ =0.5 and 𝑃௞  can be 
calculated to obtain the desired 𝑃ா . 

TABLE VIII 
PARAMETER SETTINGS FOR DIFFERENT PACKET DROPOUT RATE 

Parameters Case 0 Case 1 Case 2 Case 3 Case 4 
𝑃௞ 1 0.995 0.955 0.904 0.80 
𝑃௛ 0.5 0.5 0.5 0.5 0.5 
𝑃ா 0% 1% 5% 10% 20% 

TABLE IX 
ROBUSTNESS ANALYSIS OF PACKET DROPOUT 

Method Case MAPE<50% MAPE<30% 

FL-Avg [20]-[23] 

Case 0 
Case 1 
Case 2 
Case 3 
Case 4 

51 (1.0×) 
60 (1.2×) 
86 (1.7×) 
188 (3.7×) 
364 (7.1×) 

81 (1.0×) 
87 (1.1×) 

125 (1.5×) 
331 (4.1×) 

500+ (6.2+×) 

FL-SCA 

Case 0 
Case 1 
Case 2 
Case 3 
Case 4 

19 (1.0×) 
20 (1.0×) 
32 (1.7×) 
86 (4.5×) 

190 (10.0×) 

25 (1.0×) 
28 (1.1×) 
34 (1.4×) 

120 (4.8×) 
364 (14.6×) 

FLPer-Avg [24] 

Case 0 
Case 1 
Case 2 
Case 3 
Case 4 

32 (1.0×) 
38 (1.2×) 
65 (2.0×) 
127 (4.0×) 
258 (8.1×) 

46 (1.0×) 
68 (1.5×) 
81 (1.8×) 

189 (4.1×)  
377 (8.2×) 

FLPer-SCA Case 0 24 (1.0×) 35 (1.0×) 

Case 1 
Case 2 
Case 3 
Case 4 

30 (1.3×) 
39 (1.6×) 
88 (3.7×) 
175 (7.3×) 

34 (1.0×) 
54 (1.5×) 

102 (2.9×) 
266 (7.6×) 

FMAML-Avg 

Case 0 
Case 1 
Case 2 
Case 3 
Case 4 

42 (1.0×) 
45 (1.1×) 
77 (1.8×) 
185 (4.4×) 
352 (8.4×) 

75 (1.0×) 
93 (1.2×) 

120 (1.6×) 
293 (3.9×) 

500+ (6.7+×) 

FMAML-SCA 

Case 0 
Case 1 
Case 2 
Case 3 
Case 4 

16 (1.0×) 
18 (1.1×) 
22 (1.4×) 
53 (3.3×) 
98 (6.1×) 

33 (1.0×) 
34 (1.0×) 
44 (1.5×) 
79 (2.4×) 

238 (7.2×) 

 
Fig. 10. Sensitivity analysis of packet dropout (MAPE<50%) 

 
Fig. 11. Sensitivity analysis of packet dropout (MAPE<30%) 

It is assumed that packet dropout rates of the central server 
and the clients are 𝑃ா . Specifically, if the central server fails to 
receive information from client 𝑪௜ , it will utilize the 
information of 𝑪௜ from the previous iteration to substitute the 
missing information and continue with the interaction process. 
The CNN-LSTM is taken as the deep learning model and the 
stopping criteria is the same as in Section V.C. The number of 
iterations taken by the six methods to reach the stopping 
criteria are shown in TABLE IX and Fig. 10-11. 

From TABLE IX and Fig. 10-11, the proposed FMAML-
SCA method is obviously superior to the other compared 
methods regardless of the packet dropout rate. As the packet 
dropout rate increases, the needed iterations for the six 
methods to reach the stopping criteria also rises. However, the 
proposed FMAML-SCA method is least affected by the 
increasing packet dropout rate. In sum, the proposed 
FMAML-SCA based distributed STLF method for distribution 
transformer supply zones presents stronger robustness against 
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packet dropout than the methods in the existing works [20]-
[24]. 

V.  CONCLUSION 

For distribution transformer supply zones, a FMAML based 
STLF approach is proposed to improve the forecasting 
accuracy while ensuring the data privacy. Specifically, 
MAML is combined with FL to build high-quality 
personalized models for the clients and the SCA aggregation 
algorithm is applied to mitigate the impact of CD phenomenon. 
Numerical results show the high forecasting accuracy of the 
proposed method and demonstrate its stronger robustness to 
data heterogeneity and packet dropout than the existing 
methods. In the future work, we intend to improve the 
proposed FMAML framework and provide tailor-made 
forecasting models with different structures for clients with 
the focus of further enhancing the adaptability and accuracy.  

APPENDIX 

A.  Assumptions 

Without loss of generality, several assumptions are made to 
simplify the follow-up analysis. 
(Assumption 1) Bounded gradient dissimilarity: 

ଵ

ே
∑ ฮ∇𝐹௜(𝝎௞

ୋ୪୭ୠୟ୪, 𝑫௜)ฮ
ଶே

௜ୀଵ ≤ 𝐺ଶ + 𝐵ଶฮ∇𝐹(𝝎௞
ୋ୪୭ୠୟ୪)ฮ

ଶ
  (A1) 

where 𝐺 and 𝐵 are constants and 𝐺 ≥ 0, 𝐵 ≥ 1. 
If 𝐹௜ is 𝑙-smooth:  

ଵ

ே
∑ ฮ∇𝐹௜൫𝝎௞

ୋ୪୭ୠୟ୪, 𝑫௜൯ฮ
ଶே

௜ୀଵ ≤ 𝐺ଶ + 2𝑙𝐵ଶ(𝐹൫𝝎௞
ୋ୪୭ୠୟ୪൯ −

𝐹(𝝎∗))  (A2) 
(Assumption 2) Bounded Hessian dissimilarity: 

ฮ∇ଶ𝐹௜(𝝎௞
ୋ୪୭ୠୟ୪) − ∇ଶ𝐹(𝝎௞

ୋ୪୭ୠୟ୪)ฮ ≤ 𝛿         (A3) 
where 𝛿 is a constant.  
(Assumption 3) 𝐹௜ is 𝜇-convex: for any 𝑖, 𝒙, 𝒚, there exists a 
constant 𝜇 ≥ 0 let 

𝐹௜(𝒙) ≥ 𝐹௜(𝒚) + (𝒙 − 𝒚)୘∇𝐹௜(𝒚) +
ఓ

ଶ
‖𝒙 − 𝒚‖ଶ

ଶ       (A4) 

(Assumption 4) 𝑔௜(𝑥) = ∇𝐹௜(𝒙; 𝑫௜) is the unbiased stochastic 
gradient of 𝐹௜ with bounded variance 𝜎:  

𝔼[‖𝑔௜(𝒙) − ∇𝐹௜(𝒙)‖ଶ] ≤ 𝜎ଶ                   (A5) 
(Assumption 5) 𝐹௜ is 𝑙-smooth: for any 𝑖, 𝒙, 𝒚 

𝐹௜(𝒙) ≤ 𝐹௜(𝒚) + (𝒙 − 𝒚)୘∇𝐹௜(𝒚) +
௟

ଶ
‖𝒙 − 𝒚‖ଶ

ଶ     (A6) 

‖∇𝐹௜(𝒙) − ∇𝐹௜(𝒚)‖ ≤ 𝑙‖𝒙 − 𝒚‖              (A7) 
(Assumption 6) For any 𝜇-convex and 𝑙-smooth function 𝐹௜, 
it yields: for any 𝑖, 𝒙, 𝒚, 𝒛 

(𝒛 − 𝒚)୘∇𝐹௜(𝒙) ≥ 𝐹௜(𝒛) − 𝐹௜(𝒚) +
ఓ

ସ
‖𝒚 − 𝒛‖ଶ − 𝑙‖𝒛 − 𝒙‖ଶ 

(A8) 

B.  Lemmas  

Next, several lemmas will be given or proved to support the 
convergence analysis. 
(Lemma 1 [33]) For 𝜏  random variables with conditional 
mean 𝜉௜ = 𝔼[𝛯௜|𝛯௜ିଵ, . . . 𝛯ଵ]  and bounded variances 𝜎ଶ ≥
𝔼[‖𝛯௜ − 𝜉௜‖ଶ], we have: 

𝔼[‖∑ 𝛯௜
ఛ
௜ୀଵ ‖ଶ] ≤ ‖∑ 𝜉௜

ఛ
௜ୀଵ ‖ଶ + 𝜏ଶ𝜎ଶ            (A9) 

𝔼[‖∑ 𝛯௜
ఛ
௜ୀଵ ‖ଶ] ≤ 2‖∑ 𝜉௜

ఛ
௜ୀଵ ‖ଶ + 2𝜏𝜎ଶ               (A10) 

(Lemma 2) For any 8(1 + 𝐵ଶ)𝑙𝑇𝛽𝛾 ≤ 1, we have: 

𝔼ฮ𝝎௞
ୋ୪୭ୠୟ୪ − 𝝎∗ฮ

ଶ
≤ ቀ1 −

ఓఎ

ଶ
ቁ 𝔼ฮ𝝎௞ିଵ

ୋ୪୭ୠୟ୪ − 𝝎∗ฮ
ଶ

+

ଵ

்|ௌ|
𝜂ଶ𝜎ଶ + ቀ1 −

|ௌ|

ே
ቁ

ସఎమ

ௌ
𝐺ଶ − 𝜂 ቀ𝔼ൣ𝐹൫𝝎௞

ୋ୪୭ୠୟ୪൯൧ − 𝐹(𝝎∗)ቁ +

3𝑙𝜂𝜀௞ (A11) 

where 𝜂 = 𝑇𝛽𝛾 , 𝜀௞ =
ଵ

்ே
∑ ∑ 𝔼 ቂฮ𝝎௜,௞,௧ − 𝝎௞

ୋ୪୭ୠୟ୪ฮ
ଶ

ቃே
௜ୀଵ

்
௧ୀଵ , 

and 𝝎∗ is the optimal solution. 
Proof of Lemma 2:  
According to (7)(16)(18) in the sections II and III, we have: 

∆𝝎௞ = −
ఎ

்|ௌ|
∑ ∑ 𝑔௜(𝝎௜,௞,௧ିଵ)்

௧ୀଵ௜∈ௌ              (A12) 

𝔼[Δ𝝎௞] = −
ఎ

்ே
∑ ∑ ∇𝐹(𝝎௜,௞,௧ିଵ, 𝑫௜)ே

௜ୀଵ
்
௧ୀଵ        (A13) 

Thus, we have (A14). 
Then, applying the Lemma 1 to (A14), it yields as in (A15). 

𝔼 ቂฮ𝝎௞
ୋ୪୭ୠୟ୪ − 𝝎∗ฮ

ଶ
ቃ = 𝔼 ቂฮ𝝎௞

ୋ୪୭ୠୟ୪ + Δ𝝎௞ − 𝝎∗ฮ
ଶ

ቃ =

ฮ𝝎௞ିଵ
ୋ୪୭ୠୟ୪ − 𝝎∗ฮ

ଶ
+ 𝜒ଵ + 𝜂ଶ𝔼 ቛ

ଵ

்|ௌ|
∑ ∑ 𝑔௜(𝝎௜,௞ିଵ,௧)்

௧ୀଵ௜∈ௌ ቛ
ଶ

  

(A14) 

where 𝜒ଵ = −
ଶఎ

்ே
∑ ∑ ൻ∇𝐹௜൫𝝎௜,௞ିଵ,௧ , 𝐷௜൯, ൫𝝎௞ିଵ

ୋ୪୭ୠୟ୪ − 𝝎∗൯ൿே
௜ୀଵ

்
௧ୀଵ . 

𝔼 ቂฮ𝝎௞
ୋ୪୭ୠୟ୪ − 𝝎∗ฮ

ଶ
ቃ = 𝔼 ቂฮ𝝎௞

ୋ୪୭ୠୟ୪ + Δ𝝎௞ − 𝝎∗ฮ
ଶ

ቃ =

ฮ𝝎௞ିଵ
ୋ୪୭ୠୟ୪ − 𝝎∗ฮ

ଶ
+ 𝜒ଵ + 𝜂ଶ𝔼 ቛ

ଵ

்|ௌ|
∑ ∑ 𝑔௜൫𝝎௜,௞ିଵ,௧൯்

௧ୀଵ௜∈ௌ ቛ
ଶ

  

≤ ฮ𝝎௞ିଵ
ୋ୪୭ୠୟ୪ − 𝝎∗ฮ

ଶ
+ 𝜒ଵ + 𝜒ଶ +

ఎమఙమ

்|ௌ|
    (A15) 

where 𝜒ଶ = 𝜂ଶ𝔼 ቛ
ଵ

்|ௌ|
∑ ∑ ∇𝐹௜(𝝎௜,௞ିଵ,௧ , 𝑫௜)்

௧ୀଵ௜∈ௌ ቛ
ଶ

. 

For 𝜒ଵ, we use the (Assumption 6) and it yields: 

𝜒ଵ = −
ଶఎ

்ே
∑ ∑ ൻ∇𝐹௜൫𝝎௜,௞ିଵ,௧ , 𝐷௜൯, ൫𝝎௞ିଵ

ୋ୪୭ୠୟ୪ − 𝝎∗൯ൿே
௜ୀଵ

்
௧ୀଵ    

≤
ଶఎ

்ே
∑ ∑ 𝐹௜(𝝎∗, 𝑫௜) − 𝐹௜൫𝝎௞ିଵ

ୋ୪୭ୠୟ୪, 𝑫௜൯ + 𝑙ே
௜ୀଵ

்
௧ୀଵ

ฮ𝝎௜,௞ିଵ,௧ − 𝝎௞ିଵ
ୋ୪୭ୠୟ୪ฮ

ଶ
−

ఓ

ସ
ฮ𝝎௞ିଵ

ୋ୪୭ୠୟ୪ − 𝝎∗ฮ
ଶ
  

= −2𝜂(𝐹(𝝎∗) − 𝐹(𝝎௞ିଵ
ୋ୪୭ୠୟ୪) +

ఓ

ସ
ฮ𝝎௞ିଵ

ୋ୪୭ୠୟ୪ − 𝝎∗ฮ
ଶ

) +

2𝑙𝜂𝜀௞ିଵ  (A16) 
For 𝜒ଶ, we have:  

𝜒ଶ = 𝜂ଶ𝔼 ቛ
ଵ

்|ௌ|
∑ ∑ ∇𝐹௜(𝝎௜,௞ିଵ,௧ , 𝑫௜)்

௧ୀଵ௜∈ௌ ቛ
ଶ

  

≤ 𝜂ଶ𝔼 ቛ
ଵ

்|ௌ|
∑ ∑ ∇𝐹௜൫𝝎௜,௞ିଵ,௧ , 𝑫௜൯ − ∇𝐹௜൫𝝎௞ିଵ

ୋ୪୭ୠୟ୪, 𝑫௜൯ +்
௧ୀଵ௜∈ௌ

     ∇𝐹௜൫𝝎௞ିଵ
ୋ୪୭ୠୟ୪, 𝑫௜൯ቛ

ଶ

  

≤ 𝜂ଶ𝔼 ቛ
ଵ

்|ௌ|
∑ ∑ ∇𝐹௜൫𝝎௜,௞ିଵ,௧ , 𝑫௜൯ −்

௧ୀଵ௜∈ௌ

     ∇𝐹௜(𝝎௞ିଵ
ୋ୪୭ୠୟ୪, 𝑫௜)ቛ

ଶ

+ 2𝜂ଶ𝔼 ቛ
ଵ

|ௌ|
෌ ∇𝐹௜(𝝎௞ିଵ

ୋ୪୭ୠୟ୪, 𝑫௜)
௜∈ௌ

ቛ
ଶ

  

≤
ଶఎమ

்ே
∑ ∑ 𝔼ฮ∇𝐹௜൫𝝎௜,௞ିଵ,௧ , 𝑫௜൯ − ∇𝐹௜൫𝝎௞ିଵ

ୋ୪୭ୠୟ୪, 𝑫௜൯ฮ
ଶே

௜ୀଵ
்
௧ୀଵ +

     2𝜂ଶ𝔼 ቛ
ଵ

|ௌ|
෌ ∇𝐹௜൫𝝎௞ିଵ

ୋ୪୭ୠୟ୪, 𝑫௜൯ − ∇𝐹൫𝝎௞ିଵ
ୋ୪୭ୠୟ୪൯ +

௜∈ௌ

      ∇𝐹(𝝎௞ିଵ
ୋ୪୭ୠୟ୪)ቛ

ଶ

  

≤
ଶఎమ௟మ

்ே
∑ ∑ 𝔼ฮ𝝎௜,௞ିଵ,௧ − 𝝎௞ିଵ

ୋ୪୭ୠୟ୪ฮ
ଶே

௜ୀଵ
்
௧ୀଵ +

     2𝜂ଶฮ∇𝐹൫𝝎௞ିଵ
ୋ୪୭ୠୟ୪൯ฮ

ଶ
+ 4(1 −

     
|ௌ|

ே
)𝜂ଶ ଵ

ே|ௌ|
∑ ฮ∇𝐹௜(𝝎௞ିଵ

ୋ୪୭ୠୟ୪, 𝑫௜)ฮ
ଶே

௜ୀଵ   

≤ 2𝜂ଶ𝑙ଶ𝜀௞ିଵ + 8𝜂ଶ𝑙(𝐵ଶ + 1) ቀ𝐹൫𝝎௞ିଵ
ୋ୪୭ୠୟ୪൯ − 𝐹(𝝎∗)ቁ + 

 
ସఎమ

|ௌ|
(1 −

|ௌ|

ே
)𝐺ଶ                                                               (A17) 

where we use Lemma 1 in the second and fourth inequality, 
Assumption 1 in the fifth inequality. 
Combining (A16) and (A17), we have: 
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𝔼 ቂฮ𝝎௞
ୋ୪୭ୠୟ୪ − 𝝎∗ฮ

ଶ
ቃ  

≤ (1 −
ఓఎ

ଶ
)ฮ𝝎௞ିଵ

ୋ୪୭ୠୟ୪ − 𝝎∗ฮ
ଶ

− (2𝜂 − 8𝜂ଶ𝑙(𝐵ଶ +

1))(𝐹(𝝎௞ିଵ
ୋ୪୭ୠୟ୪) − 𝐹(𝝎∗)) + 2(1 + 𝜂𝑙)𝜂𝑙𝜀௞ିଵ +

ఎమఙమ

்|ௌ|
+

ସఎమ

|ௌ|
(1 −

|ௌ|

ே
)𝐺ଶ (A18) 

(Lemma 3) For any 8(1 + 𝐵ଶ)𝑙𝑇𝛽𝛾 ≤ 1 , 2 ≤ 𝑇 ≤ 65  we 
have: 

3𝜂𝑙𝜀௞ ≤
ଶఎ

ଷ
൫𝔼ൣ𝐹(𝝎௞ିଵ

ୋ୪୭ୠୟ୪)൧ − 𝐹(𝝎∗)൯ +
ఎమఙమ

ଶ்ఊమ + 18𝑙𝜂ଷ𝐺ଶ 

(A19) 
Proof of Lemma 3:  

𝔼 ቂฮ𝝎௜,௞,௧ାଵ − 𝝎௞
ୋ୪୭ୠୟ୪ฮ

ଶ
ቃ  

= 𝔼 ቂฮ𝝎௜,௞,௧ − 𝛽𝑔௜൫𝝎௜,௞,௧൯ − 𝝎௞
ୋ୪୭ୠୟ୪ฮ

ଶ
ቃ  

≤ 𝔼 ቂฮ𝝎௜,௞,௧ − 𝛽∇𝐹௜(𝝎௜,௞,௧ , 𝑫௜) − 𝝎௞
ୋ୪୭ୠୟ୪ฮ

ଶ
ቃ + 𝛽ଶ𝜎ଶ  

≤ ቀ1 +
ଵ

்ିଵ
ቁ 𝔼 ቂฮ𝝎௜,௞,௧ − 𝝎௞

ୋ୪୭ୠୟ୪ฮ
ଶ

ቃ + (1 + 𝑇 −

      1)𝛽ଶฮ∇𝐹௜൫𝝎௜,௞,௧ , 𝐷௜൯ฮ
ଶ

+ 𝛽ଶ𝜎ଶ  

= ቀ1 +
ଵ

்ିଵ
ቁ 𝔼 ቂฮ𝝎௜,௞,௧ − 𝝎௞

ୋ୪୭ୠୟ୪ฮ
ଶ

ቃ  +
ఎమ

்ఊ
ฮ∇𝐹௜൫𝝎௜,௞,௧ , 𝐷௜൯ −

      ∇𝐹௜൫𝝎௞
ୋ୪୭ୠୟ୪, 𝑫௜൯   + ∇𝐹௜൫𝝎௞

ୋ୪୭ୠୟ୪, 𝑫௜൯ฮ
ଶ

+
ఎమఙమ

்మఊమ   

≤ (1 +
ଵ

்ିଵ
)𝔼 ቂฮ𝝎௜,௞,௧ − 𝝎௞

ୋ୪୭ୠୟ୪ฮ
ଶ

ቃ +
ଶఎమ

்ఊ
ฮ∇𝐹௜൫𝝎௜,௞,௧ , 𝐷௜൯ −

     ∇𝐹௜(𝝎௞
ୋ୪୭ୠୟ୪, 𝑫௜)ฮ

ଶ
+

ଶఎమ

்ఊ
ฮ∇𝐹௜(𝝎௞

ୋ୪୭ୠୟ୪, 𝑫௜)ฮ
ଶ

+
ఎమఙమ

்మఊమ  

≤ ቀ1 +
ଵ

்ିଵ
+

ଶఎమ௟మ

்ఊ
ቁ 𝔼 ቂฮ𝝎௜,௞,௧ − 𝝎௞

ୋ୪୭ୠୟ୪ฮ
ଶ

ቃ +

     
ଶఎమ

்ఊ
ฮ∇𝐹௜(𝝎௞

ୋ୪୭ୠୟ୪, 𝑫௜)ฮ
ଶ

+
ఎమఙమ

்మఊమ   

≤ ቀ1 +
ଶ

்ିଵ
ቁ 𝔼 ቂฮ𝝎௜,௞,௧ − 𝝎௞

ୋ୪୭ୠୟ୪ฮ
ଶ

ቃ +

     
ଶఎమ

்ఊ
ฮ∇𝐹௜(𝝎௞

ୋ୪୭ୠୟ୪, 𝑫௜)ฮ
ଶ

+
ఎమఙమ

்మఊమ  

≤ ቀ1 +
ଶ

்ିଵ
ቁ ቀ𝔼 ቂฮ𝝎௜,௞,௧ିଵ − 𝝎௞

ୋ୪୭ୠୟ୪ฮ
ଶ

ቃ +

      
ଶఎమ

்ఊ
ฮ∇𝐹௜൫𝝎௞

ୋ୪୭ୠୟ୪, 𝑫௜൯ฮ
ଶ

+
ఎమఙమ

்మఊమቁ +

     
ଶఎమ

்ఊ
ฮ∇𝐹௜(𝝎௞

ୋ୪୭ୠୟ୪, 𝑫௜)ฮ
ଶ

+
ఎమఙమ

்మఊమ  

≤ ∑ ቀ1 +
ଶ

்ିଵ
ቁ

௧

(𝔼 ቂฮ𝝎௜,௞,଴ − 𝝎௞
ୋ୪୭ୠୟ୪ฮ

ଶ
ቃ +்

௧ୀଵ

      
ଶఎమ

்ఊ
ฮ∇𝐹௜(𝝎௞

ୋ୪୭ୠୟ୪, 𝑫௜)ฮ
ଶ

+
ఎమఙమ

்మఊమ)  

= ∑ (1 +
ଶ

்ିଵ
)௧(

ଶఎమ

்ఊ
ฮ∇𝐹௜(𝝎௞

ୋ୪୭ୠୟ୪, 𝑫௜)ฮ
ଶ

+
ఎమఙమ

்మఊమ)்
௧ୀଵ   

≤ 3𝑇(
ଶఎమ

்ఊ
ฮ∇𝐹௜(𝝎௞

ୋ୪୭ୠୟ୪, 𝑫௜)ฮ
ଶ

+
ఎమఙమ

்మఊమ)                             (A20) 

where we use Lemma 1 in the first and third inequality, 
Assumption 5 in the fourth inequality. 
Thus, it yields: 

𝜀௞ =
ଵ

்ே
∑ ∑ 𝔼 ቂฮ𝝎௜,௞,௧ − 𝝎௞

ୋ୪୭ୠୟ୪ฮ
ଶ

ቃே
௜ୀଵ

்
௧ୀଵ   

=
ଵ

ே
∑

଺ఎమ

ఊ
ฮ∇𝐹(𝝎௞

ୋ୪୭ୠୟ୪, 𝑫௜)ฮ
ଶ

+
ଷఎమఙమ

்ఊమ
ே
௜ୀଵ   

≤
ଷఎమఙమ

்
+ 6𝜂ଶ𝐺ଶ + 12𝜂ଶ𝐵ଶ(𝐹(𝝎௞ିଵ

ୋ୪୭ୠୟ୪) − 𝐹(𝝎∗)) (A21) 

(Lemma 4 [39]) When 𝜇 > 0, for any 𝑐 ≥ 0, 0 ≤ 𝜂 ≤
ଵ

ఓ
 and 

non-negative sequence 𝑓௞, we have: 
ଵ

ௐ಼
∑ ቀ

௪ೖ

ఎ
(1 − 𝜇𝜂)𝑓௞ିଵ −

௪ೖ

ఎ
𝑓௞ + 𝑐𝜂𝑤௞ቁ௄ାଵ

௞ୀଵ   

≤ 3𝜇𝑑଴exp(−𝜇𝜂𝐾) + 𝑐𝜂                   (A22) 

where，𝑤௞ = (1 − 𝜇𝜂)ଵି௞ is the weight parameter and 𝑊௄ =
∑ 𝑤௞

௄ାଵ
௞ୀଵ . 

(Lemma 5 [40]) For any 𝑐ଵ ≥ 0, 𝑐ଶ ≥ 0 , 𝜂୫ୟ୶ ≥ 0 and non-
negative sequence 𝑓௞, we have:  

ଵ

௄ାଵ
∑ ቀ

௙ೖషభ

ఎ
−

௙ೖ

ఎ
+ 𝑐ଵ𝜂 + 𝑐ଶ𝜂ଶቁ௄ାଵ

௞ୀଵ   

≤
ௗబ

ఎౣ౗౮(௄ାଵ)
+ 2ට

௖భௗబ

௄ାଵ
+ 2 ቀ

ௗబ

௄ାଵ
ቁ

మ

య
𝑐ଶ

భ

య          (A23) 

C.  Convergence Proof of Avg 

Adding the statements of Lemmas 2 and 3, we have: 

𝔼ฮ𝝎௞
ୋ୪୭ୠୟ୪ − 𝝎∗ฮ

ଶ
≤ ቀ1 −

ఓఎ

ଶ
ቁ 𝔼ฮ𝝎௞

ୋ୪୭ୠୟ୪ − 𝝎∗ฮ
ଶ

+

ଵ

்|ௌ|
𝜂ଶ𝜎ଶ + ቀ1 −

|ௌ|

ே
ቁ

ସఎమ

|ௌ|
𝐺ଶ − 𝜂 ቀ𝔼ൣ𝐹൫𝝎௞

ୋ୪୭ୠୟ୪൯൧ − 𝐹(𝝎∗)ቁ +

3𝑙𝜂𝜀௥  
= (1 −

ఓఎ

ଶ
)𝔼ฮ𝝎௞

ୋ୪୭ୠୟ୪ − 𝝎∗ฮ
ଶ

+
ଵ

்|ௌ|
𝜂ଶ𝜎ଶ + (1 −

|ௌ|

ே
)

ସఎమ

|ௌ|
𝐺ଶ −

𝜂(𝔼ൣ𝐹(𝝎௞
ୋ୪୭ୠୟ୪)൧ − 𝐹(𝝎∗)) +

ଶఎ

ଷ
(𝔼ൣ𝐹(𝝎௞

ୋ୪୭ୠୟ୪)൧) − 𝐹(𝝎∗) +

ఎమఙమ

ଶ்ఊమ + 18𝑙𝜂ଷ𝐺ଶ   

= (1 −
ఓఎ

ଶ
)𝔼ฮ𝝎௞ିଵ

ୋ୪୭ୠୟ୪ − 𝝎∗ฮ
ଶ

−
ఎ

ଷ
(𝔼ൣ𝐹(𝝎௞

ୋ୪୭ୠୟ୪)൧ −

𝐹(𝝎∗)) +
ଵ

்|ௌ|
𝜂ଶ𝜎ଶ +

ఎమఙమ

ଶ்ఊమ + (1 −
|ௌ|

ே
)

ସఎమ

|ௌ|
𝐺ଶ + 18𝑙𝜂ଷ𝐺ଶ  

= (1 −
ఓఎ

ଶ
)𝔼ฮ𝝎௞ିଵ

ୋ୪୭ୠୟ୪ − 𝝎∗ฮ
ଶ

−
ఎ

ଷ
(𝔼ൣ𝐹(𝝎௞

ୋ୪୭ୠୟ୪)൧ −

𝐹(𝝎∗)) + 𝜂ଶ(
ఙమ

்|ௌ|
+

ఙమ

ଶ்ఊమ + (1 −
|ௌ|

ே
)

ସீమ

|ௌ|
+ 18𝑙𝜂𝐺ଶ)         (A24) 

Moving 𝔼ൣ𝐹(𝝎௞
ୋ୪୭ୠୟ୪)൧ − 𝐹(𝝎∗) term, it yields: 

𝜂

3
ቀ𝔼ൣ𝐹൫𝝎௞

ୋ୪୭ୠୟ୪൯൧ − 𝐹(𝝎∗)ቁ 

≤ (1 −
ఓఎ

ଶ
)𝔼ฮ𝝎௞ିଵ

ୋ୪୭ୠୟ୪ − 𝝎∗ฮ
ଶ

− 𝔼ฮ𝝎௞
ୋ୪୭ୠୟ୪ − 𝝎∗ฮ

ଶ
+

𝜂ଶ(
ఙమ

்|ௌ|
+

ఙమ

ଶ்ఊమ + (1 −
|ௌ|

ே
)

ସீమ

|ௌ|
+ 18𝑙𝜂𝐺ଶ)         (A25) 

Then multiplying 
ଷ

ఎ
, we have: 

𝔼ൣ𝐹(𝝎௞
ୋ୪୭ୠୟ୪)൧ − 𝐹(𝝎∗) ≤

ଷ

ఎ
(1 −

ఓఎ

ଶ
)𝔼ฮ𝝎௞ିଵ

ୋ୪୭ୠୟ୪ − 𝝎∗ฮ
ଶ

−

ଷ

ఎ
𝔼ฮ𝝎௞

ୋ୪୭ୠୟ୪ − 𝝎∗ฮ
ଶ

+ 3𝜂(
ఙమ

்|ௌ|
+

ఙమ

ଶ்ఊమ + (1 −
|ௌ|

ே
)

ସீమ

|ௌ|
+

18𝑙𝜂𝐺ଶ)          (A26) 
According to the convexity of the 𝐹௜ , the following 

discussions are made. 
(1) If 𝜇 > 0, we can add the weight 𝑤௞ = (1 −

ఓఎ

ଶ
)ଵି௞  and 

directly use Lemma 4 and (A26) yields: 

1

𝑊௄

෍ 𝑤௞൫𝔼ൣ𝐹(𝝎௞
ୋ୪୭ୠୟ୪)൧ − 𝐹(𝝎∗)൯

௄ାଵ

௞ୀଵ

 

=
ଵ

ௐ಼
∑ 𝑤௞ ቀ

ଷ

ఎ
(1 −

ఓఎ

ଶ
)𝔼ฮ𝝎௞ିଵ

ୋ୪୭ୠୟ୪ − 𝜔∗ฮ
ଶ

−
ଷ

ఎ
𝔼ฮ𝝎௞

ୋ୪୭ୠୟ୪ −௄ାଵ
௞ୀଵ

𝝎∗ฮ
ଶ

+ 3𝜂(
ఙమ

்|ௌ|
+

ఙమ

ଶ்ఊమ + (1 −
|ௌ|

ே
)

ସீమ

|ௌ|
+ 18𝑙𝜂𝐺ଶ)ቁ  

≤ 3𝜇ฮ𝝎଴
ୋ୪୭ୠୟ୪ − 𝝎∗ฮ

ଶ
exp (−

௄ఓఎ

ଶ
) + (

ଶఙమ

்|ௌ|
+

ఙమ

்ఊమ + (1 −

|ௌ|

ே
)

଼ீమ

|ௌ|
)𝜂 + 36𝑙𝐺ଶ𝜂ଶ                                                          (A27) 

(2) If 𝜇 = 0, we have:  
𝔼ൣ𝐹൫𝝎௞

ୋ୪୭ୠୟ୪൯൧ − 𝐹(𝝎∗) 

≤
ଷ

ఎ
𝔼ฮ𝝎௞ିଵ

ୋ୪୭ୠୟ୪ − 𝝎∗ฮ
ଶ

−
ଷ

ఎ
𝔼ฮ𝝎௞

ୋ୪୭ୠୟ୪ − 𝝎∗ฮ
ଶ

+ 3𝜂(
ఙమ

்|ௌ|
+

ఙమ

ଶ்ఊమ + (1 −
|ௌ|

ே
)

ସீమ

|ௌ|
+ 18𝑙𝜂𝐺ଶ)  
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=
ଷ𝔼ቛ𝝎ೖషభ

ృౢ౥ౘ౗ౢି𝝎∗ቛ
మ

ఎ
−

ଷ𝔼ቛ𝝎ೖ
ృౢ౥ౘ౗ౢି𝝎∗ቛ

మ

ఎ
+ 3(

ఙమ

்|ௌ|
+

ఙమ

ଶ்ఊమ + (1 −

|ௌ|

ே
)

ସீమ

|ௌ|
)𝜂 + 54𝑙𝐺ଶ𝜂ଶ                                                          (A28) 

Thus, we can directly use Lemma 4 and it yields: 

෍ ቀ𝔼ൣ𝐹൫𝝎௞
ୋ୪୭ୠୟ୪൯൧ − 𝐹(𝝎∗)ቁ

௄ାଵ

௞ୀଵ

 

≤ ∑ ቆ
ଷ𝔼ቛ𝝎ೖషభ

ృౢ౥ౘ౗ౢି𝝎∗ቛ
మ

ఎ
−

ଷ𝔼ቛ𝝎ೖ
ృౢ౥ౘ౗ౢି𝝎∗ቛ

మ

ఎ
+ 3(

ఙమ

்|ௌ|
+

ఙమ

ଶ்ఊమ +௄ାଵ
௞ୀଵ

(1 −
|ௌ|

ே
)

ସீమ

|ௌ|
)𝜂 + 54𝑙𝐺ଶ𝜂ଶቇ                                               (A29) 

(3) If 𝜇 < 0, we have: 
𝔼ൣ𝐹൫𝝎௞

ୋ୪୭ୠୟ୪൯൧ − 𝐹(𝝎∗) 

≤
ଷ

ఎ
(1 −

ఓఎ

ଶ
)𝔼ฮ𝝎௞ିଵ

ୋ୪୭ୠୟ୪ − 𝝎∗ฮ
ଶ

−
ଷ

ఎ
𝔼ฮ𝝎௞

ୋ୪୭ୠୟ୪ − 𝝎∗ฮ
ଶ

+

3𝜂(
ఙమ

்|ௌ|
+

ఙమ

ଶ்ఊమ + (1 −
|ௌ|

ே
)

ସீమ

|ௌ|
+ 18𝑙𝜂𝐺ଶ)  

≤
ଷ

ఎ
(1 −

ఓఎ

ଶ
)𝔼ฮ𝝎௞ିଵ

ୋ୪୭ୠୟ୪ − 𝝎∗ฮ
ଶ

−
ଷ

ఎ
(1 −

ఓఎ

ଶ
)𝔼ฮ𝝎௞

ୋ୪୭ୠୟ୪ −

𝝎∗ฮ
ଶ

+ 3𝜂(
ఙమ

்|ௌ|
+

ఙమ

ଶ்ఊమ + (1 −
|ௌ|

ே
)

ସீమ

|ௌ|
+ 18𝑙𝜂𝐺ଶ)  

=
ଷ(ଵି

ഋആ

మ
)𝔼ቛ𝝎ೖషభ

ృౢ౥ౘ౗ౢି𝝎∗ቛ
మ

ఎ
−

ଷ(ଵି
ഋആ

మ
)𝔼ቛ𝝎ೖ

ృౢ౥ౘ౗ౢି𝝎∗ቛ
మ

ఎ
+ 3(

ఙమ

்|ௌ|
+

ఙమ

ଶ்ఊమ + (1 −
|ௌ|

ே
)

ସீమ

|ௌ|
)𝜂 + 54𝑙𝐺ଶ𝜂ଶ                                      (A30) 

Thus, we can also directly use Lemma 5 and it yields: 

෍ ቀ𝔼ൣ𝐹൫𝝎௞
ୋ୪୭ୠୟ୪൯൧ − 𝐹(𝝎∗)ቁ

௄ାଵ

௞ୀଵ

 

≤ ∑ ቆ
ଷ(ଵି

ഋആ

మ
)𝔼ቛ𝝎ೖషభ

ృౢ౥ౘ౗ౢି𝝎∗ቛ
మ

ఎ
−

ଷ(ଵି
ഋആ

మ
)𝔼ቛ𝝎ೖ

ృౢ౥ౘ౗ౢି𝝎∗ቛ
మ

ఎ
+௄ାଵ

௞ୀଵ

3(
ఙమ

்|ௌ|
+

ఙమ

ଶ்ఊమ + (1 −
|ௌ|

ே
)

ସீమ

|ௌ|
)𝜂 + 54𝑙𝐺ଶ𝜂ଶቇ  

≤
ଷቀଵି

ഋആ

మ
ቁቛ𝝎బ

ృౢ౥ౘ౗ౢି𝝎∗ቛ
మ

ఎౣ౗౮(௄ାଵ)
+

6ඨቀଵି
ഋആ

మ
ቁฮ𝝎బ

ృౢ౥ౘ౗ౢି𝝎∗ฮ
మ

൬
഑మ

೅|ೄ|
ା

഑మ

మ೅ംమାቀଵି
|ೄ|

ಿ
ቁ

రಸమ

|ೄ|
൰

௄ାଵ
+

2 ቆ
ଷቀଵି

ഋആ

మ
ቁቛ𝝎బ

ృౢ౥ౘ౗ౢି𝝎∗ቛ
మ

௄ାଵ
ቇ

మ

య

(54𝑙𝐺ଶ)
భ

య                                  (A31) 

Here we have proved the convergence of the FL-AVG 
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